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 Abstract : The occurrence of academic journals and conferences 

are getting intensively larger to publish the up-to-date research 

results on each particular research topics. The number of journals 

and conferences tends to be increased year by year. Moreover a 

journal or conference information is mostly accessible on the 

Internet and it contains not only topics but also geographical areas 

with which research topics are associated. This information is 

considered as a valuable source to understand the research trends 

of countries. In this paper, the state of detailed computer science 

research in different research fields is presented. The main aim is to 

develop methods for not only research topics but also the research 

collaboration associated with those topics related with each 

document and the relationships among the countries by using text 

mining and clustering analysis. This trend analysis for a particular 

research field plays vital role to those newcomers who are seeking 

for future research directions and possible collaborative research 

opportunities.  

 

Index Terms: Country Clustering, Document similarity network, 

Modularity analysis, Research Opportunities, Topic extraction, 

Trend Analysis. 

I. INTRODUCTION 

Advancement of a research field can be accomplished by 

scientific research. The analysis of research using feasible 

method such as trend analysis help us to understand the current 

state of research and in which direction it may be going. For a 

particular research field, this method describes its history, 

present status and predict future directions using statistical tools 

applied on bulk of papers published in peer-reviewed journals. 

This trend analysis for a particular research field plays vital role 

to those newcomers who are seeking for future research 

directions and collaborative research opportunities. 

 

_____________________________ 
*Corresponding Author 

The availability of journals and conferences publications on 

the up-to-date research results on each particular research topics 

increased year by year and these are mostly accessible on the 

Internet. These contain not only topics but also the geographical 

areas with which research topics are associated. This information 

is considered as a valuable source to understand the research 

trends of countries that can be extracted from each document. In 

this paper, the state of detailed computer science research in 

different research field is presented. The objective of this paper 

is to figure out the research trend by extracting research field 

information that can clearly identify not only the research topic 

but also the research approach associated with those topics from 

a large amount of academic information. The proposed method 

attempts to identify topical concentration levels on research 

articles and approach concentration level for each research topic. 

For this purpose, the journal or conference information is 

represented by topic vectors for research topics through Latent 

Dirichlet Allocation (LDA) topic modeling. The expertise and 

diversity can be identified by the standard deviation of each 

document's topic vector. Therefore, if the standard deviation is 

low, it is determined to be highly concentrated because it is 

biased toward a specific topic. If it is high, it shows that 

diversity is high. The clustering of country based on research 

approach for a particular research topic find similar research 

approach of all countries in that cluster. This enables us to 

determine the relevance of research as well as research 

approaches between countries. It provides useful results on 

common interests and research collaboration opportunities. 

The network is constructed through modularity analysis 

proposed by Blondel et al. (2008) and the main topics of each 

cluster are identified. Similarly main research approaches are 

identified from each sub cluster of each topic cluster. Leading 

country is recorded for each sub cluster where research approach 

is common to the countries present in the sub cluster. The 
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changes in international major researches with their approach 

over time are measured and the countries that lead each research 

approach are identified. The method also finds out how each 

theme with their approach changes over time, so the trends of 

interest in a topic can be seen. So mainly the aim is  to find the 

relationships among the countries by using text mining and 

clustering analysis. 

The paper is structured as follows. In the section II, the 

reviewed of previous relevant contributions regarding topic 

modeling and document clustering are given. Then I have 

presented the main theoretical background of topic extraction 

model, graph construction and modularity analysis in section III 

to V respectively. Afterward, the proposed method in section VI. 

Next results are discussed in section VII. Finally, conclusions 

and future works are described in section VIII. 

II. RELATED WORK 

In this section the related works on document representation 

and topic extraction, document similarity measurement and trend 

analysis based on topic model are presented. 

A. Document Representation and Topic Extraction 

Documents hold important statistical relationships useful for 

many applications such as classification, finding document 

similarity, relevance judgments, etc. on large collections of data. 

Salton and Buckley (1988) proposed one of the most popular 

corpus representation schemes TF-IDF. Here each document is 

represented by a vector of real numbers representing ratios for 

counts of words in the document. In probabilistic topic 

modeling, starting from SVD (Singular Value Decomposition) 

inspired LSI (Latent Semantic Indexing) to generative mixture 

models generate documents in terms of word distributions as 

mixture components using the hidden structure of data. It is 

followed by topic modeling algorithm LDA, which is more 

flexible in constructing documents by sampling topic for each 

word and using Dirichlet priors for random variables.  

Deerwester et al. (1990) introduced LSI. The drawbacks of TF-

IDF are detected in LSI by performing a SVD of the terms by 

documents matrix of TF-IDF scheme. A generative mixture 

models with latent variables was proposed by Hoffman (1999), 

known as PLSI. PLSI improved LSI as it samples each word in a 

document from multinomial distributions over words which 

serve as mixing components. Figure 1 represents Graphical 

model of PLSI with the help of plate notation. The shaded 

circles in this notation denote observed variable each and the 

non-shaded denote hidden variable. 

 
Figure 1: Graphical model of PLSI represented by plate 

notation. 

The main problem of this model is that it learns the topic 

distributions from seen documents only and it becomes difficult 

to use it for unseen documents. Another problem to PLSI model 

is that the size of the model is linearly dependent on the size of 

the corpus and therefore, it helps in over-fitting. Blei et al. 

(2003)  introduced this topic models. It uses Dirichlet prior on 

topic distribution instead of multinomial probability vectors for 

each document. It solves the problem of PLSI using of k-

parameterized hidden random variables as described later. 

Figure 2 represents Graphical model of LDA with the help of 

plate notation. 

 
Figure 2: Graphical model of LDA in the plate notation. 

As an application of  LDA Wang et al. (2018) used  LDA 

topic model to find out the topics in the aggregated tweets for 

each user of a community. 

B. Measuring document similarity 

Amado et al.(2018) have shown K-means and its many 

alternative forms like bisecting K-means and spherical K-means 

have been used widely on document datasets . For measuring the 

distance of two probability distributions, Gretarsson et al. (2012) 

and Wei et al. (2010) used Kullback-Leibler (KL) divergence for 

making such comparisons. Finding similarity of terms based on 

coupled correlation analysis is proposed by Kuhn et al.(2010). 

To compute similarity between two documents in the vector 

space the cosine similarity is also used in many cases. If two 

vectors d1 and d2 are given, cosine similarity is defined as: 

cos(d1, d2) =
d1. d2

‖d1‖ × ‖d2‖
 

where "." represents the dot product operation between two 

vectors,"×" represents the cross product operation between two 

vectors and ‖d1‖ and ‖d2‖ are lengths of the two vectors d1 and 

d2 respectively. Similarity based algorithms are used for finding 

document similarity and assign documents to each cluster. The 

documents in same cluster are similar to each other and 

dissimilar to documents in other clusters. Based on the 

underlying methodology of the algorithm, final solution's 

structure, clustering algorithms are classified into different 

categories- Agglomerative algorithm and Partitional algorithm. 

According to Agglomerative algorithm each object is assigned to 

each cluster and merged pairs of clusters repeatedly until a 

certain stopping criterion is reached. Some methods have been 

introduced for finding the next pair of clusters that have to be 

merged, such as group average (UPGMA) proposed by Jain and 

Dubes (1988),  singlelink proposed by Sneath and Sokal(1973), 

complete link proposed by King (1967), CURE proposed by 

Guha et al. (1998), ROCK proposed by Guha et al.(1999)  and 
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CHAMELEON proposed by Jolliffe (2002). In Hierarchical 

algorithms, at the top of the clustering a single all-inclusive 

cluster and at the leaves single point clusters are shown. Some 

examples of  partitional algorithms are k-Means proposed by 

MacQueen (1967), k-Medoids proposed by Kaufman and 

Rousseeuw(2005), graph partitioning based algorithm proposed 

by Zahn(1971) and Strehl and Ghosh (2000) , spectral 

partitioning based algorithm proposed by Boley (1998) and Ding 

et al.(2001). In partitional algorithms clusters are produced by 

dividing the entire dataset into either a predetermined or an 

automatically derived number of clusters. 

C. Trend analysis based on topic model 

Sohrabi et al.(2019) have shown evaluation of Research 

Trends in Knowledge Management. It analyzed the content of 

validated journal articles related to Knowledge Management 

(KM) in more than 18,000 papers of the Web of Science (WoS) 

database and then it provides the most recent specific trends in 

KM field using text mining and burst detection. Recently Liu et 

al.(2020) found out hot research topics and scientific trends in 

clinical psychology based on topic models. 

III. TOPIC EXTRACTION & REPRESENTATION MODEL 

Latent Dirichlet Allocation is a generative statistical model 

which represents documents as random mixtures of hidden 

topics, where each topic is a Dirichlet distribution of words in 

the vocabulary of the corpus. Documents in a corpus are 

comprised with collections of words that have been sampled 

from a Dirichlet distribution of topics specific to that document. 

The variables used in this paper and their descriptions are 

described in Table I. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Dirichlet Distribution 

The probability density function in respect of Lebesgue 

measure over the Euclidean space Rk-1 with Dirichlet distribution 

of order 𝑘 ≥ 2with parameters α1, … … . . , αk > 0 is defined by 

equation 1: 

𝑓(𝜃1, … … , 𝜃𝑘;  𝛼1, … . , 𝛼𝑘 =
1

𝐵(𝛼)
∏ 𝛳

1−i𝑘
𝑖=1                            (1) 

where ∑ θi
k
i=1 = 1 and θi

 0 for all i ∈ [1, k]. 

The multivariate beta function using the gamma function is 

shown in equation 2: 

Table I. Variables used in this paper and their description 
Variable Description 

K It represents number of topics that I want 

to extract from the documents. 

V It represents number of words in the 

vocabulary. 

M It represents number of documents used 

in corpus. 

𝑁𝑑=1……𝑀  It represents number of words in each 

document d = 1,….,M. 

N It represents total number of words over 

all documents i.e. N=
=

M

d

dN
1

. 

𝛼𝑘=1…..𝐾 It represents prior weight of topic k within 

a document. Generally, keep the value less 

than 1 same for all topics. 

α It is K-dimensional vector taking all 

𝛼𝑘  values and make it a single vector. 

𝛽𝑤=1……𝑉 It represents prior weight of word w 

within a topic. Generally, keep the value less 

than 1 same for all words. 

β It is V dimensional vector taking all 

𝛽𝑤 values,  make it a single vector. 

𝜃𝑑=1…𝑀,𝑘=1….𝐾 It represents probability of topic k present 

in document d. 

𝜃𝑑=1…..𝑀 It is K-dimensional vector of 

probabilities, sum of which must be 1, i.e. 

topics distribution in document d. 

𝑧𝑑=1…𝑀,𝑤=1….𝑁𝑑
 It identifies the topic of word w = 1….𝑁𝑑 

in the document d, the value between 1 and 

K. 

z It is N dimensional vector of integers 

between 1 and K, identifies topic of all 

words in all documents. 

𝑤𝑑=1…𝑀,𝑘=1….𝐾  It identifies a word w in document d, the 

value between 1 and V . 

w It is N dimensional vector of integers 

between 1 and V , identifies all words in all 

documents. 

D It is M dimensional vector of w, identifies 

a corpus that is a collection of M documents. 
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𝐵(𝛼) =
∑ Γ( i )𝑘

𝑖=1

Γ
=

k

i

i

1



                                                                       (2) 

Γ(x)  represents the Gamma function. This Dirichlet is a 

probability distribution over distributions, very convenient on 

the simplex. It has statistical support for finite dimension and is 

conjugate to the multinomial distribution. For this reason, 

Dirichlet is chosen as the distribution. It also ensures that with 

the increasing size of the corpus, the model size does not grow 

linearly. 

B. Multinomial Distribution 

Suppose for n independent trials k possible mutually exclusive 

outcomes with their probabilities p1, … … . , pk are calculated. Let 

the random variables are the occurrences of outcome number i in 

the n trials, then the vector  X = (X1, … … . . , Xk)  follows a 

multinomial distribution. The probability mass function of this 

multinomial distribution using the gamma function is given 

below in equation 3: 

𝑓(𝑋1, … … . . , 𝑋𝑘; 𝑝1, … … . , 𝑝𝑘) =
Γ(∑ 𝑥𝑖+1)𝑖

∏ 𝑥𝑖+1𝑖
∏ 𝑝𝑖

𝑥𝑖                  𝑘
𝑖 (3) 

C. Formal description of LDA 

The following generative process associated with corpus D 

consists with M documents where the each document consists 

with N words, is described below. 

For each document w in a corpus D: 

1. Choose θ~Dir(α) i.e. randomly choose a distribution 

over topics. From this it can be understood that each 

document  can represent multiple topics in different 

proportions. 

2. For each word out of N: 

a) Choose a topic zn~Multinomial(θ) . It 

means that a topic is selected randomly 

from the distribution over topics. 

b) Choose a word  wn from p(wn|zn, β) that is 

a multinomial probability conditioned on 

the topic zn. 

As discussed, one of the main objectives of topic modeling is 

to find the hidden structure. In LDA, topic distribution in every 

document and topic assignment of each word to a topic in a 

document, are the hidden structures which needs to be estimated. 

Therefore, topic modeling in LDA can be interpreted as the 

reverse process of the generative process defined above and the 

problem goes down to inferring the parameters describing the 

hidden structure. This process can be defined by a joint 

probability distribution including the hidden variables. This is 

used to calculate the conditional probability of the latent 

variables where given the observed variables. This is also known 

as analysis of the posterior distribution. The joint distribution of 

topic mixture θ, a set of N topics z, a set of N words w given 

α and β is expressed by the equation 4. 

p(𝜃, 𝐳, 𝐰|α, β) = p(𝜃|α) ∏ p(zn
N
n=1 |θ)p(wn|zn, β)              (4) 

Here p(θ|α) is simply the equation 1, p(zn|θ) is θi. 

The marginal distribution of a document after integrating over 

θ and summing over z are expressed by the equation 5. 

p(w|α, β) = ∫ p(θ|α) (∏ ∑ p(zn|θ)zn
N
n=1 p(wn|zn, β)) dθ  (5) 

Finally, the probability of a corpus is calculated by taking the 

product of the marginal probabilities of single documents which 

is expressed by the equation 6: 

p(D|α, β) = ∏ ∫ p(θd|α) (∏ ∑ p(zn|θd)

zn

Nd

n=1

p(wdn|zdn, β)) dθ

M

d=1

 

                                                                                                   (6) 

D. Graph Construction 

After extracting topic from each document, a graph is 

constructed. The nodes of graph represent documents and edges 

represent the similarity between documents. Document 

similarity is defined here using the distance between documents' 

topic distributions. Edge lengths are presented using 

multidimensional scaling. Clusters are formed by the documents 

who have closer distance to each other. 

1) Document similarity measurement 

To measure the similarity between two document topic   

distributions, Hellinger distance is used. The Hellinger distance 

H for two discrete distributions P = p1, … … . , pk  and Q =

q1, … … . , qk  is defined in equation 7 : 

𝐻(𝑃, 𝑄) =
1

√2
√∑ (√𝑝𝑖 − √𝑞𝑖)

2𝑘
𝑖=1                                              (7) 

2) Multidimensional scaling 

Multidimensional scaling (MDS) proposed by Wasserman and 

Faust (1994)  is a technique of non-linear dimensionality 

reduction that assigns each node in two-dimensional space such 

that more similar nodes are placed closer together. The 

implementation of MDS used here for minimizing the loss 

function of  "stress", a residual sum of squares using the 

Euclidean distance between points. 

E. Modularity Analysis 

Modularity is used to calculate the strength of division of a 

network into groups or clusters. Here modularity analysis is used 

to identify the research topics that are common to the countries 

in each cluster and identify the leading countries for those topics. 

Lambiotte et al. (2009) have shown the range of the modularity 

is [−1,1]. In case of weighted graph, modularity is defined in 

equation 8: 

𝑄 =
1

2𝑚
∑ [𝐴𝑖𝑗 −

𝑘𝑖

2𝑚
𝑘𝑗] 𝛿(𝑐𝑖𝑖𝑗 , 𝑐𝑗)                                              (8) 

where 

Aij denotes the edge weight between nodes i and j, 

The sum of the weights of the edges associated to nodes i and 

 j is ki and  kj respectively, 

The sum of all of the edge weights in the graph is 2m, 

ci and cj are the communities of the nodes, 
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δ is delta function defined as equation 9. 

𝛿 = {
0 𝑖𝑓 𝑖 ≠ 𝑗
1 𝑖𝑓 𝑖 = 𝑗

                                                              (9) 

Here I use the Louvain method to maximize this Q value. This 

method extracts communities from large networks. Two phases 

of this method are repeated iteratively. Firstly each node of the 

network is given to its own community. The change in 

modularity is calculated for each node i by removing node i from 

its own community and shifting it to the community of each 

neighbor j of i. Two steps makes the calculation for finding the 

value very easy, these are: 

 Step 1: Removing node i from its original community 

 Step 2: Inserting i to the community j. 

The equation for Step 2  is given by Li and Schuurmans(2011) 

shown in equation 10 : 

𝑄 = [
∑ +2𝑘𝑖,𝑖𝑛𝑖𝑛

2𝑚
− (

∑ +𝑘𝑖𝑡𝑜𝑡

2𝑚
)

2

] − [
∑𝑖𝑛

2𝑚
− (

∑𝑡𝑜𝑡

2𝑚
)

2

− (
𝑘𝑖

2𝑚
)

2

](10)                                                                                           

Here ∑in  is sum of all the weights of the links which are 

inside the community C. ∑tot is sum of all the weights of the 

links which are connected with the nodes of community i. The 

sum of weights of the links connected to node i is ki. The sum of 

the weights of the links between i and other nodes of the 

community where i can move into is ki,in and sum of the weights 

of all links in the network is m. After calculating the Q value for 

all communities where it is connected to, C is moved into the 

community that gives the greatest modularity increase. In case of 

no increase in modularity, C will be kept in its original 

community. All nodes go through this process repeatedly and 

sequentially until no increase of modularity takes place. After 

reaching to this local maximum of modularity, the first phase 

comes to an end. 

In the second phase of the algorithm, all nodes in the same 

community group together and build up a new network whose 

nodes are the communities from the previous phase. Self-loops 

of the new community node represents links between nodes of 

the same community and weighted edges between communities 

represent the links from multiple nodes in the same community 

to a node in a other community. After the new network is 

generated, the second phase comes to an end and the first phase 

can be further applied to this new network. 

The resolution limit of modularity proposed by Fortunato and 

Barthelemy(2007) defines a limit on the size of the smallest 

community that one can obtain by modularity optimization. 

Lower the resolution limit I get more communities and higher to 

get less communities. 

IV. METHODOLOGY 

In this section description of dataset, data pre-processing, 

network generation, country extraction, research topic and 

research approach selection from the dataset and  workflow of 

proposed work are presented. 

A. Datasets 

I have used a dataset consisting of 875 published Journal and 

Conference papers during five years (2014-2018), downloaded 

from IEEE Xplore and ScienceDirect digital library (Retrieved 

from https://ieeexplore.ieee.org/Xplore/home.jsp and 

https://www.sciencedirect.com) . E-resources of  IEEE Xplore 

and ScienceDirect are subscribed under the Department of 

Computer Science and Engineering, University of Calcutta from 

where the data has been taken. These papers are collected using 

keywords Artificial Intelligence (AI), Information System (IS) 

and Very Large-Scale Integration (VLSI), three commonly 

research areas of Computer Science.  

B. Data pre-processing, network generation, country      

   extraction, research topic and research approach    

   selection and modularity analysis 

All text data are pre-processed before applying LDA i.e 

punctuations are removed, words are converted to lowercase and 

stop words are removed. All documents across the three topics 

are processed together. Here all documents are collected from 

renowned websites using keyword that always does not mean 

that the main topic of the document is that keyword. Sometimes 

the document describes another topic with the help of said 

keywords. For this reason topic modelling is used to find out the 

proportion of the topics in the document. For each corpus, a 

vocabulary is constructed by mapping each unique word across 

the whole text to an index. Each document is presented as a list 

of tuples listing the index of each word used in the document 

and the frequency of word occurrence. An LDA model takes this 

vocabulary, the collection of documents presented as lists of 

tuples, and fixed number of topics i.e three as input. 

Next Corpus vs. Topic probabilities vector that finds research 

topic probabilities over whole dataset, Document vs. Topic 

probabilities vector that finds topic probabilities over each 

document, Word vs. Topic probabilities vector that finds topic 

probabilities over each word, are generated. The similarity of 

every pair of documents is calculated using the Hellinger 

distance between topic probabilities vectors of their 

corresponding documents. These topic probabilities vectors of 

each document of size 3 are obtained from Document vs. Topic 

probabilities vector having 3 columns for 3 research topics and 

875 rows for 875 documents. After applying a threshold value of 

0.2 on Hellinger distance, distances are stored in a square matrix 

named "sim". That means the Hellinger distance will be recorded 

if the calculated distance is below 0.2. Reason for choosing 

lower threshold is lower distance increases the similarity 

between two documents in document similarity network. 

One of the main objectives of the work is country clustering 

based on research themes as well as research approach 

depending on research similarity networks of all countries, 

which provides useful results on common interests and research 

collaboration opportunities. So country extraction from 

documents is an important one. Country associated with every 

https://ieeexplore.ieee.org/Xplore/home.jsp
https://www.sciencedirect.com/
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document is collected from the affiliation of the authors as in 

most of the affiliation country is mentioned where author 

developed his research concept. To increase accuracy for finding 

those country a larger training dataset is needed in name entity 

recognition(NER) system. But my proposed method for finding 

country need no such training dataset. Rather NER finds all the 

country present in our document and to find particular country 

present in affiliation of authors I have to further apply regular 

expression on the document. Besides in this method I directly 

applied regular expressions because affiliations are mentioned in 

most of the journal and conference papers with a specified 

format. Previously I got document cluster from document 

similarity network and with every document, country is 

associated. So I can easily cluster the countries using the country 

name instead of document name in the similarity network where 

each cluster represents a research topic. Above mentioned 

process is repeated for further clustering the countries based on 

research approach for each topic. Countries are extracted from 

those  documents and clustered according to their common 

aspect i.e research approach. 

In LDA, each document of a corpus is modelled as a finite 

mixture over an underlying set of topics. To find research topic 

probabilities from each document, all words are extracted from 

the documents. Similarly words are extracted in between the 

section 'Introduction' and the section 'Conclusion' for finding the 

research approach used in the document. I use Morrison and 

George (1995) categorization of research approaches. The 

categories of four main research approaches are descriptive(de), 

developmental(dl), formulative(fe), and evaluative(ev). For this 

purpose portable document format (PDF )documents retrieved 

from each topic cluster are converted to word files for getting the 

font and size of section 'Introduction' and section 'Conclusion'. 

The two words 'Introduction' and 'Conclusion' may present in the 

body of section, or subsection or any other else of the document 

which are not in same font and size with the section. So to 

remove the confusion of selecting the start and end positions for 

extracting the words I have to do this. 

Lastly, a weighted graph is constructed using MDS. 

Modularity analysis is used to find each cluster from country 

clustering network and also identify leading countries and main 

research approach from each cluster for every year. A graph is 

drawn to show how each theme changes over time, so the trends 

of interest in a research topic and research approach associated 

with those topic can be seen. It will help researchers to choose a 

research topic which is extensively researched over last few 

years and whose future scope is also good. Possible 

collaborative research opportunities can be found out from 

country clustering network. 

C. Work flow of proposed work 

In this subsection, work flow of our proposed work is 

discussed, that includes some major steps required for better 

understanding of the sequence of this work. 

Input : Published Journal and Conference papers 

from year 2014 to 2018 in PDF format. 

Step 1 : Repeat steps 2 to 14 for year 2014 to 2018. 

Step 2 : Convert PDF documents to text files and 

some pre-processing (eg. Stop words and 

punctuations are removed, words are converted 

to lower case) are done. 

Step 3 : Extract first page from all PDF documents. 

Step 4 : Extract country name from author's affiliation 

using regular expression on different affiliation 

format used in different research papers and 

generate country id by concatenating country 

name and integer value in increasing order(e.g. 

Chaina1,India2) to make it unique. 

Step 5 : Corpus vs. Topic, document vs. topic and 

word vs. topic probabilities vectors are generated 

using LDA. 

Step 6 : Hellinger distance between two topic 

probabilities vectors is measured for a pair of 

documents and stored it in a square matrix 

named "sim". 

Step 7 : Document similarity network (DSN) is 

constructed using adjacency matrix "sim" whose 

rows and  columns name are file names. 

Country clustering network is constructed using 

an adjacency matrix whose row and column 

name is country id generated in step 4. 

Step 8 : DSN and country clustering network are 

visualized using Gephi software. 
Step 9 : Three clusters (for 3 research topics) are 

formed   using modularity analysis. Node and 

edge tables are generated for each cluster. 
Step 10 : The documents that are related with each 

node of each country cluster are retrieved and 

extract topic name(eg. Ai) from document 

name(eg.Ai1) and add it in column named 

category 2 of the node table. This helps to 

represent the topic and country of each node in 

graph. 

Step 11 : Main topic and leading country are found out 

by taking the highest percentage of topic and 

country  among all respectively. 
Step 12 : Save the documents collected from each 

cluster. 

Step 13 : Convert the PDF documents into word files 

and  extract the words between the section 

'Introduction' and section 'Conclusion' to identify 

the research approaches. 
Step 14 : Repeat Step 2 to 11 for making four sub 

clusters(each sub-clusters represents each 

research approach) for each cluster. In this case, 

3 clusters mentioned in Step 9 are replaced with 

4 sub-clusters. 

V. RESULT AND DISCUSSION 

In this section accuracy for country extraction, year-wise main 

topics, research approaches and leading  countries extraction 

from each cluster and sub-cluster using Hellinger Distance are 

presented pictorially. 
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A. Accuracy for Country Extraction 

First page of a PDF is selected for country extraction from 

authors' affiliations which is located top left or top middle or 

bottom left part in 1st page of the PDF which are shown in 

Figure 3a, Figure 3b, Figure 3c respectively.  
 

 
(a) 

 
(b) 

 

(c) 

Figure 3: Authors' affiliation in (a) top left, (b) top middle and 

(c) bottom left part of 1st page of PDF. 

Measured accuracy of country extraction from authors' 

affiliation using our proposed method on whole dataset is 

0.9443. It has been seen that affiliations of authors' for 826 

papers out of 875 papers are correctly identified by our proposed 

method. 

B. Year-wise Main Topics, Research Approaches and    

   Leading Countries Extraction from each Cluster and  

   Sub-cluster using Hellinger Distance 

Here all the above are described for year 2014. At first 

country clustering network with 3 clusters which represent three 

research topics (AI, IS, VLSI) are formed using modularity 

analysis taking all the documents published in year 2014. All 

nodes of each cluster are categorized with their corresponding 

research topic name. Main topic is identified by calculating 

highest participation among all topics. 

Next all nodes of each cluster are categorized with their 

corresponding country name. Leading country is identified by 

calculating highest participation among all countries. Further a 

country clustering network with 4 sub-clusters which represent 4 

research approaches (de, dl, fe, ev) is formed using modularity 

analysis taking all the documents found in each of 3 topic 
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clusters. Main topics and leading countries are identified for 

each sub cluster. 

1) Country Clustering on all Papers Published in Year 2014 

 
Figure 4: Country clustering on all papers published in the 

year 2014. 

Here 3 clusters are shown with their topic proportions. They 

are cluster 0, cluster 1 and cluster 2 having 37.5, 46.32 and 16.18 

percentage of total participation respectively. The nodes from 

cluster 0,cluster 1 and cluster 2 are represented with colour red 

,blue and yellow respectively. Thick line between nodes 

represents the edge weight is small that means two documents 

are more similar. Here I used resolution limit 1 in modularity 

analysis. 

2) Main Research Topic and leading country in Cluster 0 

 
Figure 5: Main topic in cluster 0. 

Now taking the documents of cluster 0, I have found out main 

topic and leading country in cluster 0. As we can see from the 

above figure that AI has highest percentage 60.78 in this cluster 

0 in respect of research topic. So we can conclude that AI is the 

main topic for this cluster. 

 
Figure 6: Leading country in cluster 0. 

As we can see from the above figure that India has highest 

percentage in this cluster 0 in respect of country. So we can 

conclude that India is the leading country for this cluster. 

In this way proposed method finds out IS and VLSI as main 

topic and USA and India as leading countries in cluster 1 and 2. 

3) Main approaches and leading Countries in sub-Cluster 

 
Figure 7: Country clustering on all papers present in cluster 0. 

The above figure represents country clustering on all papers in 

cluster 0 .Here 4 sub-clusters are shown with their approach 

proportions. They are sub-cluster 0, sub-cluster 1,sub-cluster 2 

and sub-cluster 3 having 38.78, 22.45, 22.45 and 16.33 

percentage of total participation respectively. 

    I choose sub-cluster 2 to show the main research approach 

and leading country of it. 

4) Main Research approach and Leading Country in Sub- 

 Cluster2 

 
Figure 8: Main research approach in cluster AI. 
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As we can see from the above figure that fe(Formulative) has 

highest percentage 68.42 in this sub-cluster 2 in respect of 

research approach. So we can conclude that formulative is the 

main approach for this cluster. 

 
Figure 9: Leading country in cluster AI. 

As we can see from the above figure that India has highest 

percentage in this sub-cluster 2 in respect of country. So we can 

conclude that India is the leading country for this cluster. 

Similarly I found out the best research approach and leading 

countries for sub-cluster 0,sub-cluster 1 and sub-cluster 3. 

Whole process of 2014 is repeated on the documents of other 

years from 2015 to 2018. 

5) Research trend analysis 

In the last subsection, we have seen main research topic and 

leading country for cluster 0, cluster 1 and cluster 2 and these 

clusters are further analyzed to find the best research approach 

used for particular research topic. Whole process of 2014 is 

repeated on the documents for other years from 2015 to 2018. 

 

 
Figure 10: Time Series Graph for each topic with year 2014 to 

2018. 

Here it is tried to make understand how the research in three 

areas change with time (2014 to 2018) and highlight the most 

participating country. 

Finally, trend of research approaches used in AI, IS and VLSI 

research areas from year 2014 to 2018 with the highest 

participating country are shown below using three graphs 

respectively. 

 
Figure 11: Time Series Graph for each research approach with 

year 2014 to 2018 in research area AI. 

 

Here we can see that year wise research approaches vary with 

different countries for research topic AI. In overall evaluative 

approach is preferable as this approach is detected as a main 

approach for 3 years( 2015,2017 and 2018) out of total 5 years. 

It gives researchers an idea of evaluative research approach that 

are mostly used in the AI research field for those 5 years. 

Research collaboration can be established with different 

countries shown in the graph. 

 
Figure 12: Time Series Graph for each research approach with 

year 2014 to 2018 in research area IS. 

     In overall evaluative approach is preferable for IS research 

field as this approach is detected as a main approach for 4 years( 

2015,2016,2017 and 2018) out of total 5 years. It gives 

researchers an idea of evaluative research approach that is 

mostly used in the IS research field for those 5 years .Research 
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collaboration can be established with different countries shown 

in this figure. 

 
Figure 13: Time Series Graph for each research approach with 

year 2014 to 2018 in research area VLSI. 

In overall formulative approach is preferable in VLSI research 

field as this approach is detected as a main approach for 3 years 

(2014,2016,2017) out of total 5 years . It gives researchers an 

idea of formulative research approach that are mostly used in the 

VLSI research field for those 5 years. Research collaboration 

can be established with different countries shown in the graph. 

CONCLUSIONS AND FUTURE WORK 

In this paper, Latent Dirichlet Allocation model is used for 

extracting information from documents which are mixture of 

research topics published from year 2014 to 2018.In this 

research, published Journal and Conference papers are collected 

using keywords Artificial Intelligence (AI), Information System 

(IS) and Very Large-Scale Integration (VLSI) from renowned 

digital libraries. A particular document where a above mentioned 

keyword is used does not mean that the document is totally 

based on this keyword or topic. This document may contain 

many other topics. So I have used LDA here for finding AI, IS 

and VLSI topic proportions from documents . A tool for 

visualizing and analyzing text corpora is utilized. It helped to 

understand the formation of clustering. Then a method is  built 

up to find the geographical areas i.e. country where the research 

concepts are developed. Next a graph  is constructed with nodes 

representing each country and edges with lengths drawn 

proportionally to the Hellinger distance between topic 

probability distribution of pair of documents. Using 

multidimensional scaling the edges are adjusted with edge 

weights i.e. down-weight large distances and up-weight small 

distances. Ultimately, it is shown that Country Clustering is most 

useful to determine the relevance of research between countries 

on their common interests and research collaboration 

opportunities. From figure 6,we can see that India, USA, China, 

Russia, UK, Japan and some more countries had interest on AI 

research in 2014 and their interest level can be calculated by 

percentage of their participation. Finally, the proposed method 

also finds out how each theme changes over time, so the trends 

of interest in a topic can be seen. From figure 10,we can see that 

the research done on AI was most in 2017 and for other years 

research done on IS was most. Similarly research approaches are 

analyzed on a topic for detail analysis. So in this paper it is tried 

to show how topic modelling and country clustering can be 

applied in computer science research field. Specially newcomers 

who are seeking for future research on AI, IS and VLSI, get an 

idea about research trend, highest participation of country and 

possible collaborative research. 

In future, the following problems and ideas can help to 

explore the method for further research in this area. 

1. Some words are not properly extracted from PDF 

documents. Proper extraction of words will give more 

accurate result as words are basic unit of topic 

modelling. 

2. Analysis of reference discipline that gives the 

theoretical foundation of a research will be considered 

for betterment of this research. 

3. Evaluation of Topic Models: Evaluation of topic 

models has been a challenging problem for a long time 

now. Introduction of coherence score has been useful, 

but for alternate topic modelling techniques such as 

sentence2cluster where semantics of a topic are 

different from conventional LDA based topics. No 

objective evaluation criteria exists to measure utility of 

topics. More efforts should be given into these 

objective function which can measure the necessity of 

diverse topic modelling techniques. 
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