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Abstract: The study proposed an alternative imputation scheme
for the schemes which converged to sample mean as the values of
unknown parameters in their estimators converged to zero. The
estimator of the population means for the proposed scheme as well
as the bias and MSE were derived. The efficiency condition under
which the modified estimator is more efficient than existing ones
were also presented. Empirical study using four sets of populations
was conducted and the results revealed that the proposed estimator
was more efficient.

Index Terms: Estimator; Population mean; Imputation scheme;
Bias; Mean Squared Error (MSE)

I. INTRODUCTION

Data obtained from sampling surveys often face the problem
of non-response or missing values. These missing values create
difficulty in analysis, processing and handling of data. The
problem of non-response has been considered by many authors
including Singh and Horn (2000), Singh and Deo (2003), Wang
and Wang (2006), Kadilar and Cingi (2008), Toutenburg et al.
(2008), Singh (2009), Diana and Perri (2010), Al-Omari et al.
(2013), Singh et al. (2014), Gira (2015), Singh et al. (2016),
Singh, et al. (2010), Bhushan and Pandey (2016) and Prasad
(2017), Audu et al. (20204, b, c), Audu et al. (2021). Singh and
Deo (2003) and Prasad (2017) estimators converged to sample
mean as the values of unknown parameters in their estimators
converged to zero while Singh and Horn (2000), Singh et al.
(2014) estimators converged to sample mean as the values of
unknown parameters converged to one. These converges lead to
lose of information on the auxiliary variables which in turn
reduces their efficiencies. These limitations identified above
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prompt the present study, some existing literature on imputation
schemes and estimators are reviewed and their properties were
presented.

Il. METHODOLOGY

A. Some Existing Related Imputation Schemes

C
Let R denotes the set of I unit’s response and R denotes
the set of M~ I unit’s non-response or missing out of N units

sampled without replacement from the N unit’s population. For
each | € R, the value of Yi is observed. However, for unit

ieR® , i is missing but calculated using different methods of
imputation.

The Mean Method of imputation, values found missing are to
be replaced by the mean of the rest of observed values. The
study variable thereafter, takes the form given as,

Y, ifieR
Yi=y_ .
"y ifieR
@

Under the method of imputation, sample mean denoted by

A

mean can be derived as

ZYi

ieR
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The bias and MSE of gmea” are given by (3) and (4)

respectively.

Bias(d,..,) =0
©)
MSE( mean) ¢r,NY_2CY2
4) where
T O S Y vyl
(Pr,N_r N’CY_Y—’SY_\/N l;(% )'Y_N;yi

Under ratio method of imputation, values found missing in the
study variable is to be replaced by values obtained using the

ﬁzzyilzxi :yr/Yr
i=1 i=1

expression . The study variable
thereafter, takes the form given as
Y, ieR
Yi=1 4 .
" |Bx, ieR°

Q)

A

The estimator of population mean denoted by efaﬁo, its bias
and MSE under the method of ratio imputation are given as

ératio = yr K_r:
(6) where
=_Z i X :_in
IeR n ieS
BlaS( ratlo) ¢rn (C)z( _CYx)
(7
MSE( ratlo) q)r,NY_ZC\? + (Dr,nY_2 (C)Z( - 2ny )
8
where
S S 1 Q —\2
Co =PxCCx prx = X » Cx =TX,SX= —_— X, — X
a A S, Sy X N _1iZ:1:( )

1 & - - 13 11

Sy =, ]—— =Y X == ===

YX \/N_l;(yl )( ) NZ;‘ ¢rn n

Singh and Horn (2000) utilized information from |mputed

values for responding and non-responding units as well,
thereafter giving study variable the form given by (9).

A2y r@-px ieR
r

(1-A)Bx,

Yi=
ieR°
)

Under this method of imputation, estimator of population
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A

mean denoted by ™ can be derived as

O, =Y, [/H(l—ﬂ)%]

(10)

A

0
The bias and MSE of ™ up to first order approximation are
given by (11) and (12) respectively as;

Bias (6, ) = 1—Ap,..Y (C5 ~Cy)
(11)
)= 0¥ 7Cl 40,V ((1-2) Cf —2(1-2)C,y |
(12)
A=1-C,, IC?

MSE(é

A

¢mP - attained optimality when X and the

0 MSE (6,
minimum MSE of ¢ denoted by

MSE (O, ) =V7CE (90~ 0,005 )

(13)
Singh and Deo (2003) incorporated power transformation

min js given by

— o
A B Y [ﬁ]
~ ~ sD — Jr| o
. . X
parameter to Oretio and obtain Osi as r

(14)

a=RS, /S

Oso attained optimum when X and the

MSE (4.
( i )mi“ is given by
2 2
MSE(&SH) MSE(eratlo) l//r,nSX (ﬁreg - R)
(15)
_ 2
where ﬁreg - SYX /SX

Kadilar and Cingi (2008) modified the work of Kadilar and
Cingi (2004) in the case of missing observations and suggested
the following estimators of population mean

~

Oker = (Yr t Preg (X_Xr))é

r

(16)

Ser = (T, + By (X —n»%
(17)

Secs = 0 + Bug(K =%, )22
’ (18)

405



Journal of Scientific Research, Volume 66, Issue 1, 2022

A ~

0 0 é I1l. PROPOSED MODIFIED SCHEME
The MSEs of “KC1' ¥KC2 gnd “KC3 are given in (19), (20)
and (21) respectively Motivated by the schemes proposed by Singh and Horn
MSE(QKCl) MSE( mean)+1//r \S4 (R2 ﬂreg) (2000), Singh and Deo (2003), Singh et al. (2014) and Prasad
(2017), the following imputation scheme for estimating finite
(19) population mean is suggested;
2
MSE (fyc;) = MSE (s )+ ¥ Sk (R* = B2 ) Y o i icR
(20) e ﬁ(n[@,+(1—62)7r§]exp(§‘§r]—rv,] it e
MSE(éKcs) = MSE( Amean)+l//r,n( (R +ﬂreg) 2(R +ﬁreg)SYx ) (30)
(21) _ where 2 is unknown function of study and auxiliary variables
Singh et al. (2014) proposed Exponential-Type Compromised  \hijch minimized the mean squared error of the proposed
Imputation method as scheme.
y, +(1-v)y, exp >£ X ifiecR A. Equation of Proposed Estimator of the Modified Scheme
' X +X
Yi= X — X The point estimator for the proposed scheme is obtained as
- v)yrexp()z _j ifieR° - ~ % Tox)
X t [Zq;y .;n— ( [sz,+( 6,) Y, X]exp[xﬂrjryw
) Simplify (31) to obtain the estimator of the modified scheme
The point estimator 2*C™ | bias and MSE are given as: % _x
— new r
. X-X —(éyr (1-6,)7, —jexp( _J
HExpCmp +(l 14 )yr exp( )Z X J X Xr
o (32)
3 B. Properties (Bias and MSE) for Estimator of the Modified
Bias(gExpCmp) 1- V)(Dr N (8C2 __Cvxj Scheme
(25)

In this subsection, the bias and MSE for estimator of the
) (., (1—v)2 , modified scheme are derived and discussed.
MSE(HExpCmp) :ﬁﬁr,NY [Cy + 4 Cx —(1—V)nyj To derive the properties of the estimator obtained from the

modified scheme the following error terms are defined:
o o =YY o KX | 0,i=0,1
) 2 s imle|~0,i=
MSE(GEXpCmp )min = (Dr,NY 2CY2 (l_pfx ) o Y ! X such that r—>n| |
(27) R ¥, =Y (1+g,), X. = X (1+¢,)
Prasad (2017) proposed ratio exponential estimator given as This implies that =" ' )
) it exp[ X —X j The expectation in terms of % and ! are given in (33);
Prasad — /™0 VY | v
X +% +2p 1 B5(X) E(e,) = E(e) =0, E(e?)= [l-ijq
(28) r N
Whir: 72 2 2p2c2 E(ef):(%_%)cz E( 0 1):(%_%)pYXCYCX
n=Y1(Y? +y, (8] +0.25°R°S} — uRS,y )| '
/ 2 2 22 new
MSE(@P d) _ Y (WV’N (CY +0.250°C — HCy )) Similarly, express (32) in terms of error terms % and el, G
rasad | oo (1+Wr,NY_2 (CY2 +0.254°C2 — 4iC,, )) is of the form given in (34)
(29) e (0Y(1+e )+(1-6,)7 (1+6,) (fel)Jexp[)f_)f(“el)]
X+X(1+e)
(34)
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1 1\gece 1 1Y ., (1 : 1
(”—) cz- (r Nj{c [2 azj cx+2(202)pvxcych>o

Simplify (34) up to first order approximation,
new va 1 1 2 1 rN
t"™=Y|1l+e, + 5—02 e — 5—02 e — §+6?2 €,6
(35) 0, < Z/OLCY_E
N 2
(42)

Subtract Y from both sides of (35)

new v/ _ 1 1 2 1 A new
(a3 (ga)i(Grafa) | ol -eet)>o

(36)
Take expectation of (36) and apply the results of (33), the bias (l_i}rch +(l—lj\72 (Ci 2, )_
thew ) r N r n
of 2 s obtained as: ,
—(1 1 1
ey o101 1 1 YZ(———) cz+( 9) c2+2( aJp c,C ]>o
Bias|(t ):Y(F—Nj[—(é—ezjci—(TaszYXCYCXJ r N [ Y x e
37) 1 peC, 1 [, o, (1 1)1 1Y
Similarly, square both sides of (36) up to second degree % 757 C, C, Gy - r n)lr N (CX _ZCYX)
approximation, take expectation and apply the results of (33), the (43)
_ MSE(@,,, )- MSE(t"™")> 0

new
1.

MSE oft is obtained as:
MSE (1) =¥ (1 1)(@ +(——ej c%z(l_@jchx)
r 2 1 1o (1 1\ 2 5
(7—f]v C +[F—H]Y (a-2)c; -2(1-2)cy)

(38) r N

o trew —?Z(E—ij c$+[1—02] c§+2(1—¢92jp“c¥cx >0

C. Minimum MSEs of r N 2 2
_ o {rew ] . 1 pC 1 (1 1)1 1Y 2 2 2 o2
_To ok_)taln the minimum MSE of ,(38) is partially 0,< c.te J(TH](TN] ((A-1)°Ci ~2(2-2)Cp )~ PC
differentiated with respect to (44)
2) ne
- MSE(Qy ey )- MSE(t™)> 0

%, respectively and equate to zero as:

OMSE (t™"
# =Y (1 l)(—z(l—ezjci—2pYXCYCXj=O
r N 2 11
b alrfe 5o ance

00,
(39)
Solve for %, in (39), we obtained -Y [i U[c +G ej c: +2[;—92jpyxcycxj>o
1 C
0, = E"‘pvx C_Y
§ 6, > —1+v+4m
(40) 2773 C,
Substitute (40) in (38) respectively, the minimum MSE of (45)
tnew i . A
is obtained as y MSE(eprasad)_ MSE(tnew)> 0
—(1 1 '
MSE(t™)=Y 2(— ——)CYZ t-p2)
r N (%— 1} ((c2+o 254°C2 — uC,Cy ))/[1{%—%)?2((:5+0.25y2c§—ycvc ))
(42) ,
1 1), (1 ) 1
new -Y (r Nj[c (2 2) cx+2[§—eszvxcvcxj>o
D. Efficiency Comparison of Proposed Estimator with
some Related Estimators ,
[(0 5#)2_[1_92] }Ci _[ﬂ_z[%_gz]]pvxcvcx >

r

. MSE(), 00 )~ MSE(t™)> 0
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(46)
. MSE(,,,)- MSE(t™)> 0

Y1 1Y,
BW(Z_NJ V=G
Vi

(2-L)pci vt -8t)-5i(E-yei-(2- L)y e _ MSE(d,.,)- MSE(™)> 0

2
—Z(E—ijyz(l—ej £,,C,C, >0 MSE (G )+ ¥ (82(R + By ~2(R+ B, )5, )~ MSE(1™)> 0
r N 2 7))y
1 1
D N [ Ly gt by s [0 o
(47) (48)
Ji MSE(d,., )~ MSE(t™)> 0

IVV. EMPIRICAL STUDY

In this section, efficiency of the proposed modified estimator
was compared with that of some existing estimators numerically.

2
MSE(0, ., )- v, 1 S2(R? — B2, )- yz(%fﬁjcj +(%702] cl 72[%792]%(:y >0

Table 1: Data used for empirical study

Parameters Pop. 1 Pop. 2 Pop. 3 Pop. 4
(Murthy, 1967) | (Murthy, 1967) Cochran, (1977) (Sarndal et al., 1992)
N 80 80 10 284
n 25 25 5 35
7 (Assumed) 20 20 4 25
Ve 5182.638 5182.638 56.9 29.36
X 285.125 1126.463 542961 245.088
o 0.3542 0.3542 0.1840 1.76
Cx 0.9485 0.7507 0.1621 243
B, (:c) 1.2680 1.0237 0.4956 8.77
B, ( ,‘) 3.5360 2.8306 2.5932 88.88
Di 0.9140 0.9140 0.9237 0.961
{ new
Table 2: MSE of Some Estimators and using Populations 1 & 2
Estimators Population 1 Population 2
BIAS MSE PRE BIAS MSE PRE
) 0 126366 100 0 126366 100
P2 -96084.0 203055.8 62.23213 -28483.1 143279.8 88.19523
ratio
6 89.97976 98215.14 128.6624 36.55499 96508.36 130.9378
cmp
) -10.6729 98215.14 128.6624 -9.36634 96508.36 130.9378
SH
P2 13.53135 20800.34 607.5187 22.47284 14399.95 877.5447
exp cmp
) -310.565 926966.2 13.63221 -50.7525 582030.6 21.71122
EC1
3 -227.747 7134728 17.71139 -37.2185 460520 27.43984
XC2
) 30.7674 339859.4 37.18184 16.24669 247876.5 50.9794
Kc3
» 1759.951 43417.63 291.0476 2295238 16152.71 782.3206
Praad
Fre -14.4796 20700.05 610.5000 -29.1756 14300.01 883.7000
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Table 3: MSE of Some Estimators and
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using Populations 3&4

Estimators Population 3 Population 4
BIAS MSE PRE BIAS MSE PRE
P2l 0 16.44188 100 0 97.40446 100
0 -0.20684 11.77569 139.6256 142.2329 74.59707 130.5741
rarioc
6 -0.00346 11.76569 139.7443 0.865281 69.22218 140.7128
cmp
éSH -0.08028 11.76569 139.7443 -1.16949 69.22218 140.7128
6 0.1132175 | 2.413311 681.2996 -0.09055 7.449396 1307.548
exp cmp
%) -0.02323 15.17423 108.354 4.034864 193.1298 50.43471
KC
] -0.01549 15.59678 105.4184 2.77077 163.1397 59.70616
Kc2
) -0.00218 16.01933 102.6378 0.607891 127.3945 76.45891
Kc3
7 59.67895 6.285896 261.5678 20.56411 1434378 679.0712
Praad
Free -0.39759 2.4001 685.0000 -5.09416 7.4004 1316.200

Tables 2 and 3 showed the results of the empirical study on
the BIAS, MSE and PRE of some existing estimators and

£ new
proposed modified estimators using data sets of Populations
1, 2, 3 and 4. The results obtained showed that the proposed
{ new
modified estimator has the minimum MSEs and highest

PREs among other estimators considered in the study. This
{ new

implies that the proposed modified method demonstrated
high level of efficiency over others and can produce better
estimate of population mean in the presence of non-response or
missing observation on the average.

V. CONCLUSION

£ new
This study suggested new imputation scheme as an
alternative to Singh and Deo (2003), Prasad (2017), Singh and
Horn (2000), Singh et al. (2014). The efficiency of the proposed

£ new
modified estimator over other estimators was demonstrated

using four (4) sets of populations and the results revealed that
£ new

the proposed modified estimator has minimum MSEs and
highest PREs. From the results of empirical study, it is

{ new
concluded that the proposed modified estimator is
recommended for usage in Sample Survey.
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