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Abstract: This paper study dynamic DEA model and proposes 

weight modeling in window analysis for multi-time period 

performance evaluation. It uses the weights of inputs and outputs 

generated as a result of static temporal efficiency evaluation to 

restrict weight flexibility in dynamic DEA model and observe the 

efficiencies, thus obtained, over multi-time period. First the 

optimal range of weights are determined and then it is being 

applied in different windows to observe the stability and 

consistency of efficiency evaluations. We also define consistent 

efficiency index and give numerical illustration to observe the 

working of proposed model. 

Index Terms: Dynamic DEA, dimensional space, Window 

Analysis, weight modeling, Efficiency index. 

I. INTRODUCTION 

Window analysis approach offers an opportunity to quantify 

the efficiency score with respect to own performance over 

different sequence of overlapping time period as well as the 

performance of the others (Flokou et al.,2017). Original model 

of DEA as defined by Charnes, Cooper and Rhodes in 1978 

for efficiency evaluation using weighted sum of multiple 

outputs to weighted sum of multiple inputs is static in nature 

(Charnes et al.,1978). Decision Making Units (DMs) is a data 

point in 𝑚 + 𝑠 dimensional space, wherein m are the number 

of inputs and s are number of outputs (Charnes et al.,1981). 

However, there are certain evaluation scenarios, where the 

decision maker is interested in finding the efficiency 

evaluation and observed thee DMU over multiple time period. 

For example, in a bank branches performance evaluation, the 

general manager not only want the branches performance over 

a single time data point but more interested in finding long-

term efficiency and thereby allocate or reallocate the future 

resources accordingly. Thus, static DEA will not work in this 

case. Therefore, Dynamic DEA needs to be applied in such 

scenario. This measurement of temporal efficiency evaluation 

is offered by several techniques like window analysis 

approach introduced and developed by (Banker et al.,1984; 

Charnes et al. 1984; Klopp, 1985), Malmquist index 

(Malmquist, 1953) in DEA framework (Chang et al., 2009), 

slake based measure for dynamic DEA (Pastor et al.,1999) and 

(Tone, 2003), Network DEA (F¨are, 1996; Kao, 2008) to 

mention few. Various other approaches are found in (Nemoto 

& Goto, 2003; Sueyoshi & Sekitani, 2005; Bogetoft et al., 

2008; Chen, 2009; Park & Park 2009). Rest of the paper is 

arranged as follows: next section talks about window analysis 

approach in DEA. After that weight modeling is introduced. 

Important key terms are stated in next section. Proposed 

methodological framework along with an algorithm is 

mentioned in next section. Numerical illustration is provided 

next with results and discussion. Last section concludes the 

research work. 

II. WINDOW ANALYSIS APPROACH  

Window analysis approach, introduced by (Charnes et al. 

1984) and offers an opportunity to quantify the efficiency 

score with respect to own performance over different sequence 

of overlapping time period as well as the performance of the 

others for benchmarking. Since then, various researchers have 

approached the window analysis methods (Chang et al., 2009; 

Halkos & Tzeremes, 2009; Kazley & Ozcan, 2009) Window 

analysis is one of the methods used to verify productivity 

change over time. Window analysis approach, introduced by 

Charnes et al. in 1985 offers an opportunity to quantify the 

efficiency score with respect to own performance over 

different sequence of overlapping time period as well as the 

performance of the others for benchmarking. It works on the 

principle of moving averages (Yue, 1992; Charnes et al., 

1997; Cooper et al., 2007). It is useful in detecting 

performance trends of a decision-making unit over time. Each 

DMU is treated as a different entity in a different period which 

increases the number of data point. i.e. each DMU in a 

different period is treated as if it were a independent DMU but 
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remain comparable in the same window (Cooper et al., 2011). 

Hence in case of a small number of DMUs and a large number 

of inputs and outputs, this technique also satisfy the rule of 

thumb in DEA and increases the discriminatory power of the 

DEA models (Cooper et al., 2011).   

III. WEIGHT MODELING 

Weight modeling can be achieved by weight restrictions via 

Absolute weight restriction, Assurance region of Type I, 

Assurance region of type II and virtual weight restrictions. 

(Dyson & Thanassoulis, 1988) applied absolute weight 

restrictions in DEA analysis to reduce the weight flexibility. 

To evaluate highway maintenance patrols, Cook et al., 1994; 

also used this type of constraints. One can refer (Podinovski, 

2016) for various aspects on weight modeling. Weight 

modeling is applied in DEA to include preferences in the 

decision making. Sometime these preferences are specified on 

prior basis. Sometime introduced as measure to reduce 

flexibility.   For review of such weight modeling can be 

refereed in (Angulo-Meza & Lins, 2002) also.  The advantage 

of introducing weight modeling is to provide greater 

discriminatory power to DEA. 

IV. IMPORTANT DEFINITIONS AND KEY TERMS 

A.  Input and output of jth DMU at time t: 

Consider N DMUs (n=1,2,…,N) observed over T time 

periods(t=1,2,….,T). Each DMU in each time period has m 

outputs and s inputs. So, a DMU j at t time period has input 

vector and output vector as  

                               (1)

   

B.  Window starting from kth time period with width w:  

A window is defined as collection of time observations for 

more than one time period. Thus, a window 𝑘𝑤 with  𝑘 × 𝑤 

time period within the observed time periods T is defined as 

follows:   

If k is a starting time point i.e.   1 ≤ 𝑘 ≤ 𝑇 and w is the 

width of window i.e. 1 ≤ 𝑤 ≤ 𝑇 − 𝑘.  

Then window 𝑘𝑤 = (𝑘, 𝑘 + 1, 𝑘 + 2, … … . , 𝑘 + 𝑤).            (2) 

C. Input Matrix for N DMUs in window 𝑘𝑤: 

If input matrix at time t is of order 𝑁 × 𝑚 then then input 

matrix in 𝑘𝑤 window will be of order (𝑁 + 𝑤) × 𝑚 

    (3)  

Here each 𝑥𝑘+𝑖
𝑛  represent the input column for nth  DMU at 

k+i time period, i=1,2,…,w.  

D.  Output Matrix for N DMUs in window 𝑘𝑤: 

A If output matrix at time t is of order 𝑁 × 𝑚 then then 

output matrix in 𝑘𝑤 window will be of order (𝑁 + 𝑤) × 𝑚 

       (4) 

Here each 𝑦𝑘+𝑖
𝑛  represent the output column for nth  DMU at 

k+i time period, i=1,2,…,w. 

Note that in window analysis one DMU at two time period 

is treated as two separate entities.  

E. Absolute weight restrictions:  

It means that weights are restricted to be within a specific 

range. i.e.  𝑎𝑟 ≤ 𝑢𝑟 ≤ 𝑏𝑟   and  𝑐𝑖 ≤ 𝑣𝑖 ≤ 𝑑𝑖     for some 

constants  𝑎𝑟 , 𝑏𝑟  , 𝑐𝑖  , 𝑑𝑖 .  

F. Assurance region of type I: 

 It means that relative weights of inputs and outputs are 

restricted to be within a specific range. i.e.  𝛼𝑟 ≤
𝑢𝑟

𝑢(𝑟+1)
≤ 𝛽𝑟    

and  𝛾𝑖 ≤
𝑣𝑖

𝑣(𝑖+1)
≤ 𝛿𝑖    for some constants  𝛼𝑟  , 𝛽𝑟 , 𝛿𝑖  , 𝛿𝑖 .  

G. Assurance region of type II:  

It means that weights are restricted to be within a specific 

range. i.e.  𝜏𝑟 𝑣𝑖 ≤ 𝑢𝑟 ≤ 𝑏𝑟     for some constants  𝜏𝑟 .  

H. Cone Ratio:  

when the weights are restricted to be in polyhedral convex 

cone. i.e  𝑢𝑟 ∈ 𝑈 and  𝑣𝑖 ∈ 𝑉 for some polyhedral cone U and 

V.  

I. Consistently efficient DMU:  

A DMU is called consistently efficient, if it is efficient in all 

the time periods and all the different windows, i.e. such DMU 

has efficiency score always 1 for all time periods t= 1, 2,…., T 

and all windows 𝑘𝑤. 

J. Consistently inefficient DMU: 

 A DMU is called consistently inefficient, if it is inefficient 

in all the time periods and all the different windows, i.e. such 

DMU has efficiency score always less than 1 for all time 

periods t= 1, 2,…., T and all windows 𝑘𝑤. 

K. Modified Dynamic efficiency index:  

The efficiency index as calculated using proposed modified 

Dynamic DEA model. 

V. PROPOSED METHODOLOGY AND ALGORITHM 

Proposed methodology includes a new model developed to 

include weight modeling into window analysis in Dynamic 

DEA environment. For this, optimal weight bounds are 

determined using the weight calculated from DEA model run 

for each time period, taking all DMUs, and for each DMU in 

all time period.  We assume that there are N DMU’s 

(n=1,2,…,N) observed over T time periods(t=1,2,….,T). Each 

1 2( , , , )t t t t

j j j sjX x x x=

1 2( , , , )t t t t

j j j mjY y y y=

1 2 1 2 1 2

1 1 1( , , , , , ,..., ,..., , ,..., )N N N

kw k k k k k k k w k w k wX x x x x x x x x x+ + + + + +=

1 2 1 2 1 2

1 1 1( , , , , , ,..., ,..., , ,..., )N N N

kw k k k k k k k w k w k wY y y y y y y y y y+ + + + + +=
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DMU in each time period has m outputs and s inputs. So input 

and output vector for DMU n, at time t can be written as 

𝑋𝑛
𝑡  = [

𝑥1𝑛
𝑡

⋮
𝑥𝑚𝑛

𝑡
]  is input vector in ℝ𝑚  ,   𝑌𝑛

𝑡  = [
𝑦1𝑛

𝑡

⋮
𝑦𝑠𝑛

𝑡
] is a 

output vector in ℝ𝑠 . 

 

Following algorithm describe the steps for finding weight 

ranges and mathematical formulation of developed model 

along with its solution. 

A. Algorithm: 

Step 1: In each time period, taking all DMUs, we calculate 

the efficiency score for comparison with other DMUs in each 

time period.  This gives us static efficiency scores to observe 

the performances of DMUs in a fixed time period.  

Static DEA model for time t : efficiency of DMU k into 

consideration at time t. 

𝜃𝑡_𝑘 = 𝑚𝑎𝑥 ∑ 𝑢𝑟𝑘
𝑡 𝑦𝑟𝑘

𝑡

s

r=1

 

                   s. t.      ∑ 𝑣𝑖𝑘
𝑡 𝑥𝑖𝑘

𝑡m
i=1 = 1           (5) 

  ∑ 𝑢𝑟𝑘
𝑡 𝑦𝑟𝑛

𝑡

𝑠

𝑟=1

− ∑ 𝑣𝑖𝑘
𝑡 𝑥𝑖𝑛

𝑡

𝑚

𝑖=1

  ≤ 0          𝑓𝑜𝑟  𝑛 = 1,2, . . , 𝑁   

𝑢𝑟𝑘
𝑡 ≥ 0                           𝑓𝑜𝑟 𝑟 = 1,2, . . , 𝑠 

𝑣𝑖𝑘
𝑡 ≥ 0                             𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑚 

 

Here 𝑢𝑟𝑘
𝑡  and 𝑣𝑖𝑘

𝑡  are the weights corresponding to outputs 

and inputs as described in (1) for DMU k and 𝜃𝑡_𝑘 represents 

the static efficiency score of DMU k at fixed time t. This static 

model (5) is run 𝑁 × 𝑇 times for each DMU in T time period. 

Step 2: Next temporal efficiency scores are calculated by 

considering each DMU individually over all the time period 

(comparison with own over different time periods). Note that 

the DMU n in time period t and DMU n in time period (t+1) 

are treated as two different units.  

Static temporal DEA model for DMU k for all time period: 

efficiency of DMU k for all time period.  

𝜃𝑘_𝑡 = 𝑚𝑎𝑥 ∑ 𝑢𝑟𝑘
𝑡 𝑦𝑟𝑘

𝑡

s

r=1

 

                    s. t.      ∑ 𝑥𝑖𝑘
𝑡 𝑥𝑖𝑘

𝑡m
i=1 = 1           (6) 

 ∑ 𝑢𝑟𝑘
𝑡 𝑦𝑟𝑘

𝑡

𝑠

𝑟=1

−  ∑ 𝑣𝑖𝑘
𝑡 𝑥𝑖𝑘

𝑡

𝑚

𝑖=1

  ≤ 0          𝑓𝑜𝑟  𝑡 = 1,2, . . , 𝑇   

𝑢𝑟𝑘
𝑡 ≥ 0                           𝑓𝑜𝑟 𝑟 = 1,2, . . , 𝑠 

𝑣𝑖𝑘
𝑡 ≥ 0                             𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑚 

 

Here 𝑢𝑟𝑘
𝑡  and 𝑣𝑖𝑘

𝑡  are the weights corresponding to DMU k 

and 𝜃𝑘_𝑡 represents the efficiency measurement at fixed DMU 

k. The model (6) is run 𝑇 × 𝑁 times for each time period once 

for each DMU. 

Step 3: Next weight matrix is formed for each DMU 

obtained from the above T+N models. From the weight 

matrices, multiplier restrictions corresponding to outputs and 

inputs for each DMU is determined using (7), (8), (9) and 

(10). 

𝑢𝑟𝑗_𝑚𝑖𝑛 = min
𝑇

{ 𝑢𝑟𝑗
𝑡 , 𝑡 = 1,2, … , 𝑇}    for j= 1,2,…,N           (7) 

 𝑢𝑟𝑗_𝑚𝑎𝑥 = max
𝑇

{ 𝑢𝑟𝑘
𝑡 , 𝑡 = 1,2, … , 𝑇}  for j = 1,2,…,N          (8) 

𝑣𝑖𝑗_𝑚𝑖𝑛 = min
𝑇

{ 𝑣𝑖𝑘
𝑡 , 𝑡 = 1,2, … , 𝑇}     for j = 1,2,…,N          (9) 

𝑣𝑖𝑗_𝑚𝑎𝑥 = max
𝑇

{ 𝑣𝑖𝑘
𝑡 , 𝑡 = 1,2, … , 𝑇}    for j = 1,2,…,N        (10) 

At the end of this step, we get output and input weight 

ranges for all DMUs  j = 1,2,…,N  as given in (11) and (12).   

(𝑢𝑟𝑗_𝑚𝑖𝑛  ,   𝑢𝑟𝑗_𝑚𝑎𝑥)           for 𝑟 = 1,2, … , 𝑠          (11) 

(𝑣𝑖𝑗_𝑚𝑖𝑛 ,   𝑣𝑖𝑗_𝑚𝑎𝑥)            for 𝑖 = 1,2, … , 𝑚         (12) 

Step 4: The weight ranges obtained in step 3 are used for 

weight modeling in the window analysis for each DMU in 

different windows. The windows can be chosen as per the 

given time series and preferences of Decision Makers.  So, for 

a chosen window of say width w starting from time period k, 

as described in equation (2) the following modified dynamic 

DEA model is proposed by using Window analysis approach 

with weight modeling: 

Modified Dynamic DEA model: efficiency of DMU j in 

window 𝑘𝑤 

𝜃𝑗𝑘𝑤 = 𝑚𝑎𝑥 ∑ 𝑢𝑟𝑗
𝑘+𝑤𝑦𝑟𝑗

𝑘+𝑤

s

r=1

 

             s. t.      ∑ 𝑣𝑖𝑗
𝑘+𝑤𝑥𝑖𝑗

𝑘+𝑤m
i=1 = 1                                    (13) 

∑ 𝑢𝑟𝑗
𝑘+𝑤𝑦𝑟𝑛

𝑘+𝑤

𝑠

𝑟=1

− ∑ 𝑣𝑖𝑗
𝑘+𝑤𝑥𝑖𝑛

𝑘+𝑤

𝑚

𝑖=1

  ≤ 0      

 𝑓𝑜𝑟  𝑛 = 1,2, … , 𝑁 𝑎𝑛𝑑 𝑤 = 0,1,2, . . , 𝑤   

                𝑢𝑟𝑗_𝑚𝑖𝑛 ≤ 𝑢𝑟𝑗
𝑘+𝑤 ≤ 𝑢𝑟𝑗_𝑚𝑎𝑥           𝑓𝑜𝑟 𝑟 = 1,2, . . , 𝑠   

                 𝑎𝑛𝑑 𝑤 = 0,1,2, . . , 𝑤   

            𝑣𝑖𝑗_𝑚𝑖𝑛 ≤ 𝑣𝑖𝑗
𝑘+𝑤 ≤ 𝑣𝑖𝑗_𝑚𝑎𝑥             𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑚  

                  𝑎𝑛𝑑 𝑤 = 0,1,2, . . , 𝑤   

Using the model (13), the efficiency scores in each window 

are calculated and tabulated to observe the consistency and 

stability in performance over time. If a DMU is efficient in all 

windows, then it is termed as consistently Efficient DMU. i.e. 

for a consistent efficient DMU p, optimal efficiency score 

𝜃𝑝𝑘𝑤
∗  =  1 , ∀ 𝑘 𝑎𝑛𝑑 ∀ 𝑤.  

If a DMU is consistently inefficient over all windows, it is 

termed as consistently inefficient DMU. i.e. for an consistent 

inefficient DMU g,  

𝜃𝑔𝑘𝑤
∗  <  1 , ∀ 𝑘 𝑎𝑛𝑑 ∀ 𝑤 . 

For the rest DMUs, consistency and stability of 

performances can be observed from the efficiency table 

obtained from modified dynamic model (13). 
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VI. NUMERICAL ILLUSTRATION 

To illustrate the applicability of the proposed algorithm and 

methodology, we now consider one numerical example with 9 

DMUs , having five inputs, two outputs for five time period 

from 2005 to 2009. The data for the study is compiled form 

(Sueyoshi & Goto, 2012). The source of data is Handbook of 

Electric Power Industry (2010).  

 
Figure 1 DMUs with their attributes for study  

 

As shown in figure 1, there are 9 Electric Power industries 

with five inputs as total generation asset(I1), total transmission 

asset(I2), total distribution asset(I3), Operational cost other 

than labour cost(I4), total number of employees(I5). Outputs 

are total electricity sold (O1) and total number of 

customers(O2). The numerical values of each of the inputs and 

outputs for 9 DMUs over 5 time period is given in table 1.  

 

Table 1: Input and Output data set  

 DMU  I1  I2  I3  I4  I5  O1         O2  

2
0
0
5

  

 DMU1 350336  282900  259817  391268  5844  30833  3870  

DMU2  1070866  1019688  635913  1306421  12263  79664  7642  

DMU3  3001875  3610373  2330292  4180478  38039  288655  27772  

DMU4  1470460  1640015  816895  1676284  16180  130561  10299  

DMU5  674101  323849  156514  392695  4692  27966  1996  

DMU6  1352435  1886939  995636  1950765  22229  147108  13160  

DMU7  587216  685432  435117  797625  10690  59501  5183  

DMU8  350619  346144  216116  426765  6043  27968  2843  

DMU9  838154  1006616  632016  1041298  13066  82956  8286  

2
0
0
6

  

DMU1  329847  269647  261956  405473  5794  31512  3899  

DMU2  1019688  932300  638177  1351343  12148  80950  7665  

DMU3  2778054  3477710  2314569  4226905  38111  287622  28067  

DMU4  1346481  1572398  809402  1826439  15973  132687  10388  

DMU5  608727  31298  156466  396704  4638  28200  2082  

DMU6  1352435  1791119  976781  2026497  22164  147257  13282  

DMU7  587216  643536  430718  835502  10445  61259  5206  

DMU8  350619  327342  215695  442407  6045  28161  2847  

DMU9  838154  996452  629785  1088982  12660  84399  8349  

2

0
0
7

  DMU1  317164  272918  263321  456049  5724  32445  3919  

DMU2  922896  929725  664298  1449628  12155  84072  7665  

DMU3  2587475  3330119  2293329  4950100  38238  297397  28316  

DMU4  1235321  1491268  803103  1970206  15952  137484  10443  

DMU5  552088  298459  160861  416553  4611  29305  2082  

DMU6  1185759  1704998  961181  2180008  22111  150422  13337  

DMU7  541448  617098  435185  892766  10165  63579  5191  

DMU8  298953  309387  215600  462911  6030  29269  2835  

DMU9  867918  959739  629769  1203091  12459  88082  8380  

2
0
0
8

  

DMU1  310754  272807  266338  558382  5699  31839  3938  

DMU2  862151  908387  660784  1585495  12410  81101  7675  

DMU3  2522816  3181070  2267197  5290057  37913  288956  28491  

DMU4  1185652  1418567  839473  2073085  16221  129734  10459  

DMU5  511717  297649  158909  458655  4630  28154  2081  

DMU6  1104820  1637292  945409  2410097  22106  145867  13396  

DMU7  504351  588712  426027  1025018  9938  61222  5194  

DMU8  273733  293966  215182  473336  6014  28701  2831  

DMU9  857191  931815  630378  1261759  12456  85883  8397  

2
0
0
9

  

DMU1  543941  267055  269711  459634  5631  31451  3957  

DMU2  800405  883380  664245  1307233  12639  78992  7688  

DMU3  2420191  3044294  2231586  4212776  38117  280167  28599  

DMU4  1095275  1354584  831446  1707687  16600  122849  10455  

DMU5  468902  286755  157363  387334  4716  27175  2084  

DMU6  1119070  1589075  933788  1990398  22143  141605  13432  

DMU7  487284  561094  416440  826141  9871  57911  5197  

DMU8  283326  282070  215744  402193  6003  27496  2833  

DMU9  804843  917957  629742  1124143  12543  83392  8437  

 

As per the proposed algorithm, according to step 1, first 

static DEA models are formulated and solved for each DMU 

fixing the time period to observe the performances of the 

DMUs. Table 2 shows the static efficiency values as 

calculated from running static model (5). Total 9 × 5 = 45 

models are solved in this step.  

 

Table 2: Static efficiency index for DMUs in 5 time period 

DMUs Static Efficiency Index 

 2005  2006  2007  2008  2009  

DMU1  1  1  1  1  1  

DMU2  0.925196  0.9307  0.928136  0.918949  0.926998  

DMU3  1  1  1  1  1  

DMU4  1  1  1  1  1  

DMU5  1  1  1  1  1  

DMU6  1  1  1  1  1  

DMU7  1  1  1  1  1  

DMU8  0.94324  0.931995  0.934155  0.978302  0.993742  

DMU9  1  1  1  1  1  

 

It is observed from table 2 that all DMUs are efficient 

except DMU2 and DMU8. 

Next as in step 2, static temporal model (6) for each DMU 

is executed. For this, Each DMU is individually considered 

over all time periods from 2005-2009. The efficiencies for 

temporal model run are summarized in table 3. T1 represents 

year 2005, T2 represents year 2006 and so on T3, T4, T5 

represent years 2007, 2008 and 2009 respectively. 

 

Table 3: Temporal efficiency index for all 9 DMUs 
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 Temporal Efficiency Index 

DMU/TIME  TI  T2  T3  T4  T5  

DMU1  1  1  1  1  1  

DMU2  1  1  1  1  1  

DMU3  1  1  1  1  1  

DMU4  1  1  1  1  1  

DMU5  1  1  1  1  1  

DMU6  1  1  1  1  1  

DMU7  1  1  1  1  1  

DMU8  0.999165  1  1  1  1  

DMU9  1  1  1  1  1  

 

Next, as mentioned in step 3, weight matrices are formed to 

find range for weight restrictions. Thus, the weights so 

obtained for each DMU are tabulated to find optimal range of 

each performance measure. Some of the weight matrices are 

shown in table 4, 5, 6 and 7.  

 

Table 4: weight matrix for DMU 1 

DM

U1  U1  U2  V1  V2  V3  V4  V5  

T1  0  2.58E-04  0  0  0  2.56E-06  0  

T2  0  2.56E-04   8.61E-07  0  1.77E-06  0  

T3  3.08E-05  0  1.72E-06  0  0.00E+00  9.99E-07  0  

T4  0  2.54E-04  3.22E-06  0  0  0.00E+00  0.00E+00  

T5  0  2.53E-04  0  3.74E-06  0  0.00E+00  0  

 

Table 5: weight matrix for DMU 4 

DM

U4  U1  U2  V1  V2  V3  V4  V5  

T1  7.66E-06  0.00E+00  0  0  0  5.97E-07  0  

T2  1.20E-06  8.10E-05  0  

0.00E+0

0  9.79E-07  1.14E-07  

0.00E+0

0  

T3  7.27E-06  0  1.86E-07  0  0.00E+00  3.26E-07  8.02E-06  

T4  6.64E-06  1.32E-05  

0.00E+0

0  7.05E-07  0.00E+00  0.00E+00  

0.00E+0

0  

T5  

0.00E+0

0  9.56E-05  8.77E-09  

0.00E+0

0  0.00E+00  5.80E-07  

0.00E+0

0  

 

Table 6: weight matrix for DMU 7 

DMU

7  U1  U2  V1  V2  V3  V4  V5  

T1 0  1.93E-04  0 0 0 1.25E-06 0  

T2 6.70E-06  1.13E-04  0  

0.00E+0

0  1.29E-06  5.30E-07  0.00E+00  

T3  1.57E-05  0  2.29E-07  1.40E-07  0.00E+00  0.00E+00  0.00E+00  

T4  1.03E-05 7.13E-05 1.98E-06  

0.00E+0

0  0.00E+00  0.00E+00 0.00E+00 

T5  0  

1.92E-

04  

2.05E

-06  

0.00E

+00  

0.00E+

00  

0.00E+

00  

0.00E

+00 

 

Table 7: weight matrix for DMU 9 

DMU 

9  U1  U2  V1  V2  V3  V4  V5  

T1  0  1.21E-04  0  0  0  9.60E-07  0  

T2  0  1.20E-04  0  2.35E-08  0  73E-07  3.64E-05  

T3  1.14E-05  0  0.00E+0 9.87E-07  0.00E+00  41E-08  0.00E+0

0  0  

T4  6.77E-06  98E-05  0  1.07E-06  0.00E+00  0.00E+00  

0.00E+0

0  

T5  0 1.19E-04  1.24E-06  

0.00E+0

0  0  0.00E+00  

0.00E+0

0  

 

Next, as in step 4, we decide for windows and run the 

window analysis model with our weight modeling.  In this 

example, 7 windows are taken for calculations as follows: 

 

Windows: 

1. 2005 (9 DMUs) 2. 2005-2006 (18 DMUs) 3. 2005-2006-

2007 (27 DMUs) 4. 2006-2007-2008 (27 DMUs) 5. 2007-

2008-2009 (27 DMUs) 6. 2008-2009 (18 DMUs) 7 2009 (9 

DMUs) 

The modified dynamic DEA model (13) is formulated and 

solved for all DMUs in all windows. Therefore, in this case, in 

windows 1 and 7, 9 models are run. In window 2 and 6, 18 

models are run and window 3, 4 and 5, 27 models are run.  

Therefore, in total 135 models are formulated and run to get 

modified dynamic efficiency index for DMUs. All the 

efficiency scores thus obtained are put together in the 

following Dynamic efficiency matrix as given in table 8. 

 

Table 8: Modified Dynamic efficiency matrix 

 Modified Dynamic Efficiency Index 

DMU/

Year 2005  2005-06  

2005-06-

07  

2006-07-

08  

2007-08-

09  2008-09  2009  

D
M

U
1
 1  1  1  1  1    

 1  1  1  1  1   

  1  1  1  1  1  

D
M

U
2

  0.925196  0.911673  0.899973  0.906427  0.9267    

 0.9307  0.906427  0.914155  0.902619  0.918538   

  0.914155  0.895127  0.895729  0.91922  0.926998  

D
M

U
3

  1  1  1  1  1    

 1  1  1  1  1   

  1  1  1  1  1  

D
M

U
4

  1  1  1  1  1    

 1  0.999467  1  0.978784  1   

  1  0.979167  1  1  1  

D
M

U
5

  1  0.997564  0.997564  1  1    

 1  1  1  0.996118  1   

  1  0.994094  0.994271  1  1  

D
M

U
6

  1  1  1  1  1    

 1  0.99817  1  1  1   

  1  1  1  1  1  

D
M

U
7

  1  0.983616  0.979845  0.994131  1    

 1  0.990251  1  1  1   

  1  1  1  1  1  

D
M

U
8

  0.94324  0.927397  0.917044  0.918952  0.932831    

 0.931995  0.920345  0.925157  0.943883  0.960552   

  0.926794  0.94006  0.949388  0.979568  0.993742  

D M U
9

  1  1  1  1  1    

 1  1  1  0.977537  0.996779   
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  0.999463  0.981386  1  1  1  

VII. RESULTS AND DISCUSSION 

Table 2 shows the static efficiency values for DMUs in 

different time periods. It is observed that except DMU 2 and 

DMU 8, rest all DMUs are efficient in all time period. This 

may not necessarily imply that DMUs are stably efficient 

since with large number of inputs and outputs in comparison 

to number of DMUs, discrimination power of DEA is reduced. 

Thus, to observe the consistency and stability in performances 

of DMUs, we procced to find modified dynamic efficiency 

index. Table 3 shows that most of the efficiency scores are 1. 

This is because, when a DMU is evaluated against itself over 

different time period using model(6), each time same DMU 

efficiency is maximized within constraint of its own efficiency 

over different time period. Weights of inputs and outputs thus 

obtained from this model run are used to form weight 

matrices. Some of these weight matrices are shown in tables 4, 

5, 6, 7 representing weights of DMU1, DMU4, DMU7 and 

DMU9 respectively. From these tables, the optimal weight 

range of inputs and output weights for each DMU is calculated 

using equations (7)-(10). Since the DMU is evaluated with 

itself at various time period, it is assumed that this weight 

restriction will provide stability to DMUs efficiency 

evaluation in window analysis.  Modified dynamic efficiency 

of DMUs using proposed modified model(13) is tabulated in 

table 8. From the table 8, it is observed that the DMUs 1 and 3 

are consistently efficient over all windows whereas DMUs 2 

and 8 are consistently inefficient over all the windows. DMU 

6 is inefficient once only in window 3 and in rest windows, it 

is efficient.  DMU 4 and DMU 7 is efficient over four 

windows namely windows 1, 2, 6,7 and windows 1, 5, 6, 7 

respectively. DMU 5 and DMU 9 are efficient over three 

windows namely windows 1, 6, 7 and windows 1, 2 7 

respectively.  

VIII. CONCLUSION 

In this paper, dynamic DEA models are studied and weight 

modeling in window analysis for multi-time period 

performance evaluation is proposed. To restrict weight 

flexibility in dynamic DEA model, the weights generated for 

inputs and outputs as a result of static temporal efficiency 

evaluation, are used in modified dynamic model. These weight 

restrictions are applied in different windows for efficiency 

evaluations. The resultant efficiencies obtained over multi-

time period using modified dynamic DEA model are being 

observed for stability and consistency of efficiency scores. 

The consistent efficiency index is also defined and the 

applicability of proposed model shown using a numerical 

illustration. Consistent efficient DMUs, which are efficient 

over all windows are also found in the numerical example. 
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